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ABSTRACT
In recent years, data handled in offi  cial statistics is getting large and complex. 

This paper proposes a new autocoding method utilizing a metric in high dimensional 

space to effi  ciently classify large and complex data. The proposed method is a hybrid 

method of Support Vector Machine (SVM) utilized Word2Vec and previously devel-

oped autocoding method based on reliability scores. Word2Vec was developed based 

on an idea of a neural probabilistic language model in which words are embedded in 

a continuous space using distributed representations of the words. SVM is a super-

vised machine learning algorithm for classifi cation utilizing a metric in high dimensional 

space. It is known as high discrimination ability and generalization performance. In this 

paper, Word2Vec is used for notation from a word to a numerical vector, and SVM is 

used for classifi cation based on the numerical vectors. In order to improve both ability 

of high classifi cation accuracy and generalization performance, we combine classifi ca-

tion by SVM that is known as classifying numerical vectors with high generalization 

performance and autocoding method based on the reliability score. Numerical exam-

ples show the effi  ciency of the proposed method. That is, the numerical examples 

show a better performance of the proposed hybrid method, which combines SVM and 

an autocoding method based on reliability scores, compared with the results of clas-

sifi cation accuracy of cases when we apply either one of the methods. The proposed 

method is developed in R utilizing existing R packages for effi  cient development.

Keywords: Coding, Machine learning, Word2Vec, Support Vector Machine, 

Reliability score

JEL Classifi cation: C38

1. INTRODUCTION

In offi  cial statistics, text response fi elds such as fi elds in the family 

Income and Expenditure Survey or occupation, industry, are found in survey 

forms. Those respondents’ text descriptions are usually translated into 

corresponding codes for effi  cient data processing. Originally, coding tasks 

are performed manually, whereas the studies of automated coding have made 

progress with the improvement of computer technology in recent years. 

For example, Hacking and Willenborg (2012) introduced coding methods, 
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including autocoding. Gweon et al. (2017) illustrated methods for automated 

occupation coding based on statistical learning. However, as data is getting 

complex and large in recent years, there is a need for effi  ciently handling those 

data with higher accuracy of classifi cation and generalization for obtaining 

robust classifi cation results for various kinds of inputted text descriptions.

 For this purpose, this paper proposes a new autocoding method 

for large amounts of complex data utilizing Support Vector Machine (SVM) 

(Cristianini and Shawe-Taylor, 2000), Word2Vec (Mikolov et al., 2013), and 

our previously developed autocoding method based on reliability score (Toko 

and Sato-Ilic, 2020). 

 It is known that a Bernoulli type simple Bayesian model-based 

autocoding method of Naïve Bayes (Toko et al., 2017) does not always perform 

well as it is known to have less classifi cation accuracy for large amounts of 

complex data due to a lack of consideration of the relationship among words. 

Moreover, in this case the number of dimensions tends to be large; therefore, 

the curse of dimensionality problem tends to occur. Therefore, we have 

developed several autocoding methods based on reliability scores (Toko et al., 

2018a, Toko et al., 2018b) considering humans’ uncertainty of recognizing 

the autocoding of words for adjusting the complexity of data. In addition, 

considering the generalization for adapting to the high variability of obtained 

data, we have extended the simple reliability scores to generalized reliability 

scores considering robustness and generalization for adjusting various types 

of complex data (Toko et al., 2019, Toko and Sato-Ilic, 2020). However, these 

methods are not enough to obtain better classifi cation accuracy for a large 

amount of data.

 In order to solve this problem, this paper proposes a new autocoding 

method, which is a hybrid method of SVM utilizing Word2Vec and a previously 

developed autocoding method based on reliability score (Toko and Sato-

Ilic, 2020) for large amounts of complex data to improve both the ability of 

high classifi cation accuracy and generalization performance. We apply SVM 

for classifi cation based on the numerical vectors with high generalization 

performance. Word2Vec, a well-known method to produce word embeddings, 

is utilized to obtain numerical vectors corresponding to words. In addition, 

the reliability score is applied to improve accuracy. The proposed autocoding 

system has been developed in R for effi  cient development. We utilize 

“wordVectors” package (Schmidt and Li, 2020) to train Word2Vec models 

and “e1071” package (Meyer et al., 2019) to train a support vector machine. 

Numerical examples show the effi  ciency of the proposed hybrid method. 

 The rest of this paper is organized as follows: Word2Vec and SVM 

are explained in sections 2 and 3. The method of autocoding based reliability 
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score is described in section 4. The hybrid method of autocoding in high 

dimensional space is proposed in section 5. The numerical examples are 

illustrated in section 6. Conclusions are described in section 7.

2. EFFICIENT ESTIMATION OF WORD 
REPRESENTATIONS IN VECTOR SPACE 

(WORD2VEC) 

 Word2Vec was developed based on an idea of a neural probabilistic 

language model in which words are embedded to a continuous space by using 

distributed representations of the words (Mikolov et al., 2013). The algorithm 

of Word2Vec learns word association from a given dataset utilizing a neural 

network model based on an idea of a neural probabilistic language model 

(Bengio et al., 2003). It produces a vector space and each word in the given 

dataset is assigned a corresponding numerical vector of a word in the produced 

vector space. The essence of the idea is to avoid the curse of dimensionality by 

distributed representations of words. 

 Word2Vec utilizes continuous bag-of-words (CBOW) model and 

continuous skip-gram model to distributed representation on words. The 

CBOW model predicts the current word based on the context. The skip-gram 

model uses each current word to predict words within a certain range before 

and after the current word. It gives less weight to the distant context words. 

In this study, we applied the skip-gram model. Fig. 1 visually shows the skip-

gram model architecture of Word2Vec. It is a two-layer neural network, and 

it takes each word in a given dataset as an input to produce an N-dimensions 

vector space.
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Continuous skip-gram model of Word2Vec

Fig. 1
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3. SUPPORT VECTOR MACHINE 

 Support Vector Machine (SVM) (Cristianini and Shawe-Taylor, 2000) 

is a supervised machine learning algorithm for classifi cation and regression. 

Fig. 2 shows the basic idea of SVM. It fi nds the maximum-margin hyperplane 

in high dimensional space for classifi cation.  

Classifi cation by SVM

Fig.2
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 If  is the weight vector realizing a functional margin of 1 on the 

positive point  and negative point , a functional margin of 1 implies

while  is normalized. Then the margin  is the functional margin of the 

resulting classifi er

 Therefore, the resulting margin will be equal to  and the 

following can be written.

 Given a linearly separable training sample 

the hyperplane  that solves the optimization problem

 (1)

 

 

realizes the maximal margin hyperplane with geometric margin . 

Then, slack variables are introduced to allow the margin constraints to be 

violated

 From the above, the optimization problem shown in (1) can be written 

as
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  (2)

 

where  is the cost parameter that will give the optimal bound as it corresponds 

to fi nding the minimum of  in (2) with the given value for . This is 

soft-margin linear SVM.

 Also, SVM performs a non-linear classifi cation transforming input 

data into higher dimensional spaces and calculating the inner product between 

the data in higher dimensional space using kernel trick. Fig. 3 shows the 

transformation of input data into higher dimensional space. The left side picture 

in Fig. 3 shows that the discrimination of two-colored data is impossible in the 

two-dimensional space. However, in the right-side picture, the transformed 

space shows it will be possible to discriminate using the metric of product in 

the high dimensional space by using the kernel trick.

Transformation of input data into higher dimensional space

Fig. 3

 x

y

hyperplane

�
unknown

 SVM uses kernel functions to enable it to obtain the inner product 

of data in higher dimen sional space (kernel trick), which is represented as 

follows:

,



Romanian Statistical Review nr. 1/ 2021 9

where  is a mapping function from an observational space to a higher-

dimensional space. The conditions for  to be a kernel function are as 

follows:

 � Symmetry: .

 � Gram matrix is Positive semi-defi nite.

 There are many possible choices for the kernel function, such as

 � Radial basis function kernel

  (3)

 � Polynomial kernel

 

 � Sigmoid kernel

 

 In this paper, the radial basis function is applied. The mapped feature 

space of this kernel function has an infi nite number of dimensions.

 For multiclass SVM, there are two approaches: one-versus-the-rest 

and one-versus-one. In one-versus-the-rest, SVM builds binary classifi ers that 

discriminate between one class and the rest, whereas it builds binary classifi ers 

that discriminate between every pair of classes in one-versus-one.

4. AUTOCODING BASED RELIABILITY SCORE

 An autocoding method of a Bernoulli type simple Bayesian model-

based autocoding method of Naïve Bayes (Toko et al., 2017) comprises the 

training and classifi cation processes. In the training process, the extraction of 

objects and the creation of an object frequency table are performed. First, each 

text description in the training dataset is tokenized MeCab (Kudo et al., 2004), 

a dictionary-attached morphological Japanese text analyzer. Then, word-level 

N-grams from the word sequences of a text description are taken as objects. 

After the object extraction, the classifi er tabulates all extracted objects based 

on their given codes into an object frequency table. 

 In the classifi cation process, fi rst, the classifi er performs the extraction 

of objects and retrieval of candidate codes from the object frequency table 
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provided by using the extracted objects. Then, it calculates the relative 

frequency of  -th object to a code  defi ned as

 

where  is the number of occurrence of statuses in which an object j assigned 

to a code  in the training dataset.  is the number of objects and  is the 

number of codes.  

 However, this classifi er has diffi  culty correctly assigning codes to text 

descriptions for complex data included uncertainty. To address this problem, we 

developed the overlapping classifi er that assigns codes to each text description 

based on the reliability score (Toko and Sato-Ilic, 2020). Then, the classifi er 

arranges  in descending order and creates , such 

as . After that,  are 

created. That is, each object has a diff erent number of classes (or codes). Then, 

the classifi er calculates the reliability score for each class (or code) of each 

object. The reliability score of -th object to a code  is defi ned as

 These reliability scores were defi ned considering both probability 

measure and fuzzy measure (Bezdek, 1981, Bezdek et al., 1999). That is, 

 shows the uncertainty from the training dataset (probability measure) 

and  or  shows the uncertainty from the 

latent classifi cation structure in data (fuzzy measure). These values of the 

uncertainty from the latent classifi cation structure can show the classifi cation 

status of each object; that is, how each object is classifi ed to the candidate 

classes (or codes). T shows T-norm in statistical metric space (Menger, 1942, 

Mizumoto, 1989, Schweizer and Sklar, 2005). We generalize the reliability 

score by using the idea of T-norm which is a binary operator in statistical 

metric space. T-norm satisfi es the following four conditions:
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 l Boundary conditions

 l Monotonicity

 l Symmetry

 l Associativity

 where . Typical examples of T-norms are as 

follows:

 l Algebraic product

 l Sin-based T-norm

 l Hamacher product

 l Dombi product

 In this paper, we use a case of algebraic product.
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5. HYBRID METHOD OF AUTOCODING IN HIGH 
DIMENSIONAL SPACE

 Although we defi ned the reliability score to improve the classifi cation 

accuracy and generalization performance for text descriptions by utilizing 

ideas of fuzzy measure and T-norms, it is not satisfactory enough for adjusting 

to a large amount of data.

 The proposed method is a hybrid method of SVM utilizing Word2Vec 

and a previously developed autocoding method based on reliability score 

for a large amount of data to improve both ability of high classifi cation 

accuracy and generalization performance. SVM is applied for classifi cation 

based on the numerical vectors with high generalization performance. To 

perform classifi cation by SVM, we apply Word2Vec to obtain numerical 

vectors corresponding to words, as it is a well-known technique to produce 

word embeddings. In addition, classifi cation based on the reliability score is 

performed for improving accuracy. 

 First, the proposed method obtains numerical vectors corresponding 

words utilizing Word2Vec after tokenizing each text description by MeCab. 

Then, it produces sentence vectors for each text description based on the 

obtained numerical vectors and assigns corresponding codes by using a 

classifi er obtained by SVM. After that, the proposed algorithm performs re-

classifi cation based on the previously defi ned reliability score to unmatched 

text descriptions at classifying by SVM.

 The detailed algorithm of the proposed method is the following:

 Step 1.  The proposed algorithm tokenizes each text description into 

words by MeCab.

 Step 2.  It obtains numerical vectors corresponding to words utilizing 

Word2Vec: First, it produces a dataset concatenating all 

tokenized words consecutively. Then, it trains Word2Vec 

model using the produced dataset. Each unique word in the 

dataset will be assigned a corresponding numerical vector. We 

determine the followings by trial and error: 

 � Type of model architecture: CBOW model or skip-gram model

 � The number of vector dimensions

 � The number of training iterations

 � Window size of words considered by the algorithm

 Step 3.  It produces sentence vectors for each text description based 

on the obtained numerical vectors at Step 2: First, it obtains 

a corresponding numerical vector for each word in each 

text description from the trained Word2Vec model. Then, it 
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calculates the sum of obtained numerical vectors for each text 

description as sentence vectors. 

 Step4.  It assigns corresponding codes applying SVM: It trains a 

support vector machine and then predicts a corresponding code 

for each target text description. For training a support vector 

machine, we determine the followings:

 � Cost parameter appeared in (2) as C

 � Kernel function to be applied

 �  Gamma parameter appeared in (3) as  if radial basis function kernel 

is applied as a kernel function

 � Type of methods: one-versus-the-rest or one-versus-one

 In this study, a radial basis function as a kernel function is applied. We 

apply the one-versus-one method as we use the “e1071” package that trains a 

support vector machine using a one-versus-one approach. Cost parameter C 

and gamma parameter  are determined by grid search.

 Step5. It extracts unmatched text descriptions in Step 4.

 Step6.  It implements re-classifi cation based on the reliability score in 

(4) described in section 4. 

6. NUMERICAL EXAMPLE

 For the numerical example, the proposed hybrid method of autocoding 

is applied to the Stack overfl ow dataset (Xu et al., 2015). The Stack overfl ow 

dataset publicly available short text description dataset published in Kaggle. 

This dataset contains 20,000 instances, consisting of question titles in English 

and 20 diff erent codes. We used randomly extracted 2,000 instances of the 

stack overfl ow dataset for evaluation and used the rest of the dataset for 

training.

 The following data pre-processing is performed utilizing existing R 

packages before the implementation of classifi cation by the proposed method.

 �  Replace punctuations with space using “gsub” function in the “base” 

package.

 �  Convert uppercase letters to low ercase using “tolower” function in 

the “base” package.

 �  Remove unnecessary space using “stripWhitespace” function in the 

“tm” package (Feinerer and Hornik, 2019) and “str_trim” function 

in the “stringr” package (Wickham, 2019).

 We used “WordVector” package for training the word2vec model. 

We selected the skip-gram model as a type of model architecture and set the 

number of vector dimensions as 100, the number of training iterations as 10, 
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and the window size as 2. We used the “e1071” package for training a support 

vector machine. We set the cost parameter C appeared in (2) as 10, and the 

gamma parameter  appeared in (3) as 0.001, and use radial basis function as 

the kernel function.

 Table 1 compares the classifi cation accuracy of the proposed hybrid 

autocoding method, a Bernoulli type simple Bayesian model based autocoding 

method (Toko et al., 2017), and the autocoding method based on reliability 

scores (Toko and Sato-Ilic, 2020), and SVM. From this table, it can be seen 

that the classifi cation accuracy of the proposed method described in Section 5 

is 0.910. A Bernoulli type simple Bayesian model-based autocoding method 

(Toko et al., 2017) is 0.652. An autocoding method based on reliability scores 

(Toko and Sato-Ilic, 2020) shown in (4) is 0.870. In addition, the classifi cation 

accuracy by simply applying SVM is 0.824. 

 Therefore, it is found that the Bernoulli type simple Bayesian model-

based autocoding method has the worst accuracy. So, we can see that this 

method cannot obtain a better classifi cation accuracy for complex data, and 

our proposed methods based on reliability scores considering the uncertainty 

of human recognition and robustness of the solution performs better than the 

Bernoulli type simple Bayesian model. 

 And it can be seen that the proposed hybrid method in this paper has 

the best classifi cation accuracy. This means that the proposed hybrid method 

that combines SVM and the autocoding method based on reliability scores 

successfully obtains better performance than when SVM is only applied 

or when the autocoding method based on reliability scores is only used. 

Therefore, we can show the effi  ciency of using the hybrid method of these 

two methods for classifi cation.

Comparison of classifi cation accuracy of the proposed hybrid 

autocoding method and conventional methods

Table 1

Training Evaluation Correctly assigned

Classification by the proposed method 1,820 0.910

Classification by SVM 1,648 0.824

Classification based on  the relative frequency 1,304 0.652

Classification based on the reliability score 1,740 0.870

Number of text descriptions
accurucy

18,000 2,000
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7. CONCLUSION

 This paper proposes a new autocoding method, a hybrid method of 

SVM utilizing Word2Vec, and a previously developed autocoding method 

based on reliability scores for complex and large amounts of data to improve 

both the ability of high classifi cation accuracy and generalization performance. 

SVM is applied for classifi cation based on the numerical vectors obtained 

by Word2Vec with high generalization performance, and autocoding method 

based on the reliability score is utilized for improving accuracy. The numerical 

examples show that the proposed hybrid method gives a better classifi cation 

result compared with the ordinary Bernoulli type simple Bayesian model-

based autocoding method. The proposed hybrid method that combines SVM 

and the previously developed autocoding method based on reliability scores 

obtains a better result compared with either one of the used cases. Therefore, 

we show the effi  ciency of the proposed hybrid method. The proposed method 

is developed in R utilizing existing R packages such as “wordVectors” and 

“e1071” for effi  cient development. This paper presents a numerical example 

based on open data; however, in the same logic, the proposed method can be 

applied to any data, including a survey for occupation and industry. However, 

of course, it is important to use real survey data, so it will be future work 

for this study. In addition, theoretically, any languages are adaptable for the 

proposed method; however, it might exist some pre-processing or ad-hoc 

language-specifi c adaptation depended on the kinds of languages. This will be 

a future problem to investigate. Moreover, the numerical example showed a 

better performance for the improved accuracy. However, in practical use, we 

need to improve accuracy. 
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